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Multi-band Frequency Selective Surfaces:
Analysis

De toenemende hoeveelheid van sensoren en communicatiesystemen aan

boord van een schip gecombineerd met de wens om deze systernen te

integreren in een gelintegreerde mast module resulteert in de uitdaging om

meerdere functionaliteiten te integreren in een antenne. Kunnen multi-band

frequentie selectieve opperviakken hiervoor een oplossing bieden?

ontwikkeld voor de analyse van FSS gegarandeerd. De bijhorende aanpassingen-structuren met meer dan den laag. De tool is zijn inmiddels ook in de software tool
ook met succes gebruikt voor bet ontwerp geYmplementeerd.

van een aantal FSS structuren met De aanpassingen in de software tool zijn

verschillende operationele eisen voor gevalideerd door een aantal FSS stnucturen

verschillende toepassingen. Om multi-band te analyseren en de resultaten te vergelijken-gedrag te kunnen bereiken, moeten FSS met resultaten in de literatuur.

structuren met complexe geometrie

ontworpen worden. Resultaten en conclusies
De software tool voor analyse van FSS

Beschrijving van de structuren is uitgebreid en geschikt om FSS

Probleernstelfing werkzaamheden structuren te analyseren met een complexe

Een huidige trend in ontwikkeling van Er zijn nieuwe features in de software tool geometrie waarmee multi-band gedrag

antennes is de integratie van verscheidene aangebracht om de behandeling van een bereikt kan worden.

functies in verschillende frequentiebanden complexe geometrie en daarmee multi-band De nieuwe ontwikkelingen zijn succesvol

die op hetzelfide antenna oppervlak zijn gedrag mogelijk te maken. De software tool getest aan de hand van resultaten

geYmplementeerd. Hiervoor zijn ook nieuwe is uitgerust met een driehoekig mesh en beschikbaar in de literatuur.

concepten voor Frequentie Selectieve dienovereenkornstig zijn de elektrische en Het ontwerp van een multiband FSS

Oppervlakten (FSS) nodig. Deze structuren magnetische stromen aan de FSS elementen structuur is beschreven.

moeten doorlatende banden hebben in de met Rao Wilton Glisson functies

frequenties waar de antenne opereert, beschreven. Toepasbaarheid

gescheiden door scberpe stopbanden. In de afigelopen jaren zijn verschillende FSS structuren waarmee multi-band gedrag

Typische toepassingen voor zulke FSSs in optimalisatie technieken voor FSSs in de bereikt kan worden, kunnen in combinatie

combinatie met een antenne zijn bet software gefmplementeerd. Een van deze met een antenne gebruikt worden orn 66n

bereiken van goede EM isolatie en een lage technieken, bitmapping, heeft als basis front-end te maken waarmee meerdere

radar cross sectie (RCS). element een gehele gemetalliseerde unit functionaliteiten tegelijkertijd gerealiseerd

In de afgelopen jaren is in het kaderTvan cell. Om deze techniek te kunnen toepassen, kunnen worden. Deze technologie

activiteiten rond FSS bij TNO Defensie en moet de continutteit van de stroom tussen ondersteunt de wens om een groeiend aantal

Veiligheid een geavanceerde software tool naburige unit cellen kunnen worden functionaliteiten te integeren in een

ONGERUBRICEERD
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Summary

Present trends in antenna development go toward the integration on the same antenna
aperture of more functions operating in separate frequency bands. In view of this, the
necessity to look at new Frequency Selective Surface (FSS) concepts becomes evident.
These structures should have pass-bands corresponding to the antenna operational
frequencies sandwiched between sharp stop-bands. Such FSSs could then be used to
obtain good EM isolation and RCS reduction. In the framework of the FSS activities in
the last years, TNO Defence, Security and Safety has developed an advanced tool for the
analysis of multi-layer FSSs. The tool has also proved to be very suitable for the
synthesis of such structures. In particular, it has been applied to the design,
manufacturing and testing of several FSSs operating in different single bands and with
different operational requirements.

In the frame of Phase I of the Multiband Frequency Selective Surface project defined
within the ITM programme, the tool has been upgraded with new features to render it
more flexible in handling new complex geometries, necessary to satisfy the new very
demanding requirements of multi-band FSSs. In particular, the tool has been equipped
with a triangular mesh and correspondingly the electric and magnetic currents on the
FSS elements have been discretised in terms of Rao Wilton Glisson functions. Moreover,
the application of the bitmapping design technique requires considering completely
metallised unit cells and therefore ensuring the continuity of the currents across adjacent
cells. A further upgrade in this direction has been introduced in the tool. The new
implementations have been tested against results available in the open literature and the
obtained agreement is very good.
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Abbreviations

AMC Artificial Magnetic Conductor
FDTD Finite-Difference-Time-Domain
FSS Frequency Selective Surface
IEMEN Multimode Equivalent Network approach

based on the Integral Equation formulation
ITM Integrated Technology Mast
LAN Local Area Network
MoM Method of Moments
RWG Rao Wilton Glisson
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Introduction

The number of sensors and communication systems to be allocated in military platforms
(e.g. mast of a navy ship, fuselage of an aircraft, top of a land vehicle) is increasingly
growing and with it also the number of corresponding antenna systems. However, space,
weight and antenna sighting are precious and limited resources in these platforms.
Sharing different functionalities on the same antenna aperture to reduce the total number
of antennas is therefore highly desirable. The design of such an antenna poses some
serious issues in terms of isolation between channels and control of intermodulation
products between signals from the simultaneously operating antenna systems. To deal
with these issues, the antenna architecture becomes more complex in terms of number of
channels in the TR modules and beamforming network. This is why shared aperture
antenna technology is still a hot research topic. For example, in [I] the development of a
shared aperture array antenna based on wideband double beam technology is described.
The FSS designed for such an antenna should have two sharply separated pass-bands.
Single band FSSs can also be used as selective ground planes for the design of
FSS-integrated multi-band antennas systems. For example, currently U.S.A. Navy ships
receive meteorological and oceanographic satellite data in S- and L-band, but starting
from 2010, when the new National Polar-orbiting Operational Environmental Satellite
System (NPOESS), which is transmitting in X-band, will be launched, the terminals on
the ships will have to be upgraded in order to be able to receive also these data. A
prototype of multi-band antenna system to cope with this problem is described in [2]. It
consists of three nested flat plate array antennas as shown in Fig. 1.1.
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Figure 1.1 Geometry of the multi-band antennas system described in [21.

The S-band and L-band antennas are designed in printed technology and the ground
plane is a frequency selective surface, transparent in the X-band (and in the S-band for
the L-band antenna) and completely reflective in the operating frequency range of the
antenna. Moreover, the radome covering this antenna system has also to be transparent
in correspondence of those frequency bands. If the limitation of the antenna Radar Cross
Section is an issue, the radome should be designed as a three-band FSS.

FSS-integrated feeding network can be used to design multi-band compact horn
antennas.

Multi-band artificial magnetic conductors (AMC) can be obtained by placing a
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multi-band FSS close to a ground plane. An AMC is designed for example to suppress
surfaces waves, to act as thin absorbing screens or to enhance the performances of
waveguides structures [3]. This type of AMC finds application in the sector of
multi-band low-profile antennas for communication.

FSSs are also used as subreflectors for reflector antennas. In particular, for the Cassini
project, a four-band FSS has been demonstrated in [4] which allows using the same
reflector in Cassegrain configuration (for the X- and Ka-bands) and in prime focus
configuration (for the S- and Ku-bands). For this type of applications a transmission and
reflection band ratio ft/fr < 1.7 was required, together with angle and polarization
independence.

The aim of the present project in the frame of the ITM program has been to develop the

skills necessary for the design of multi-band FSSs associated to multi-band/wide band
sensors. This required both studying the design solutions proposed so far in the open
literature for achieving a multi-band behavior, and developing the capability to
accurately characterise the performances of these designs. The first workpackage was
devoted to the review of different multi-band FSSs configurations and to the comparison
of their performances. The results of this study are outlined in Chap. 2.

Besides their strategic importance for military scenarios, multi-band FSSs are currently

being considered also for civilian applications. For example, they are used to
improve/limit wireless communication through building walls/wondows. Such
applications have been further investigated by an undergraduate student, in the frame of
his Master final project, resulting on the design of a three-band FSS. The applied design
procedure and the FSS performances are illustrated in Sec. 2.2. Although this work was

performed outside the ITM program, a brief description is included in this report
because it provides some guide lines for the design of multiband FSSs.

At TNO a software tool has been developed for the analysis of periodic passive arrays of
metallic patches or apertures on a metallic plane, also when integrated with (active)
waveguide arrays. This software has been successfully applied to the design of several

FSSs. However, the tool can cope only with FSSs elements that can be discretised
through a uniform rectangular mesh. As it will become clear from the literature review in
Chap. 2, this represents a limitation in the design of multi-band FSSs for which complex
non-rectangular element shapes are often needed. To overcome this limitation and

enhance current design capabilities, the software tool has been equipped with a more
general type of mesh and corresponding basis functions, suitable for any kind of element
shape. A detailed description of their implementation in the adopted analysis technique
is outlined in Chap. 3.2 together with some test cases considered for validation purposes.

Moreover, the tool was able to deal with arrays of elements located within the unit cell,

but was not suitable for example for the analysis of generic grids (such as polarizers) or
connected arrays. In the frame of this project, the continuity of the electric current at the
edge of the unit cell has also been implemented. The applied methodology and the

obtained results are described in Sec. 3.2.3.

Conclusions are drawn in Chap. 4 and recommendation for follow-up activities in the
field of multi-band FSSs are provided.
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2 Application of Multi-band FSSs

In Sec. 2 the most common applications for multi-band FSSs are reviewed. In Sec. 3 the
design techniques proposed in literature for obtaining this type of FSS are briefly
outlined.

2.1 Design Techniques for Multi-band FSSs

A multi-band FSS is characterised by multiple pass-bands and multiple stop-bands in the
frequency range in which they are used. As mentioned in [5], two main approaches can
be distinguished for the design of multi-band FSSs: multi-layer or stacked FSSs and
single layer FSSs with multi-resonant elements. Furthermore, these two approaches can
be implemented in different ways. A brief overview of the most common configurations
is given in the following paragraphs.

2.1.1 Multi-layer or stacked FSSs

This configuration consists of the cascade of two or more FSSs, each one showing one of
the required stop bands and being transparent at other frequencies. With respect to
single-layer solutions, the stacked FSS is typically heavier and more complex to
fabricate (requires bonding of the different layers). Since each layer can be designed
with the periodicities that are most suited to achieve the desired frequency behaviour, the
appearance of grating lobes can be avoided. A double-layer FSS designed for a reflector
antenna is described in [4] and consists of a screen transparent in S- X- and Ku-bands
and reflective in Ka-band, and another screen transparent in S- and Ku-bands and
reflective in X-band, as shown in Fig. 2.1.

J.....

------ - - ----

Figure 2.1 Four-bands FSS used as sub-reflector for the reflector antenna of the Cassini project 141.

2.1.2 Single-layer FSSs

The design of multi-band FSSs consisting of a single layer requires arranging on this
layer either different elements with different resonance frequency or elements that show
multiple resonance frequencies. The main advantages of this configuration with respect
to the stacked FSS are low weight, limited volume occupation and limited dielectric
losses (no need of separator between the different layers). However, the design requires
in this case a more careful definition of the separation between the different elements:
the spacing should be large enough to accommodate the different multi-resonant
elements but still smaller than the value corresponding to the onset of grating lobes.
These aspects will be discussed in more detail in the following paragraphs for the types
of elements considered in this document.
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2.1.2.1 Interlaced subarrays

The first approach results in interlaced subarrays and requires particular care in the
choice of the elements and of the periodicities of each subarray.

As argued in [6], three aspects should be taken into account:

" higher order resonances of one type of element should not affect the stop-band
produced by the other type of element and vice versa;

" the two subarrays should have regular periodicities;
" the periodicities should be such that no grating lobes occur in the operating frequency

range of the entire FSS.

An example of interlaced subarrays, consisting of an array of conventional dipoles and
an array of centrally loaded dipoles [6]is shown in Fig. 2.2.

,Ot,tbor

- X-Y Pla Scmn
a d.4 E-=--hK ..... 10, 1tot, - -

so .- L 102 in
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TL-0.940 ,r
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. . .. o --. / O- 2.42

30 E-

Figure 2.2 Single-layer dual band FSS. consisting of two subarrays of dipoles, as presented in 161.

2.1.2.2 Fractal FSSs

A fractal is obtained through a linear transformation of a simple geometry. The
transformation consists of copying, scaling or translating the starting geometry and is
applied iteratively to the entire resulting structure. If the iteration process is repeated a
finite number of times, then the obtained structure is called prefractal, while the
theoretical repetition for an infinite number of times leads to a fractal structure. A
prefractal geometry consists then of elements showing an analogous frequency behaviour
(since they have the same shape) but centred at different frequencies (because of the
rescaling, the resonance frequency is also shifted), and it is therefore suitable for the
design of multi-band arrays. The two types of fractals mainly investigated in literature as
array elements are the Minkowsi fractal, the Sierpinski carpet fractal and the Sierpinski
dipole. Other types of fractal are often obtained as variations of these geometries.

The Minkowsi fractal element is obtained by scaling the starting geometry and copying
this scaled version on the comers of the element. Fig. 2.3 shows the Minkowsi prefractal
for the case of initial square element [81 and the corresponding transmission coefficient,
both measured and simulated using two different simulation techniques: Method of
Moments (MoM) and Finite-Difference-Time-Domain (FDTD). The structure shows
two stop bands: the lowest corresponds to the resonance of the central square (primary
patch), while the highest is due to the resonance of the squares at the comers (secondary
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patches). However, these two resonances are not independent. As pointed out in [9], the
secondary patches act as load for the primary patch and therefore they affect both the
location of the first stop band and the ratio between stop bands.

-2. ,t;

Figure 2.3 Minkowsi prefractal element described in [81 for a dual-band FSS and corresponding transnis-
sion coefficient.

The Sierpinski carpet fractal consists of interlaced arrays whose elements are obtained
by scaling the initial geometry. For example, the prefractal shown in Figure 3.5 was
obtained by scaling a square patch of a quarter of its initial size and copying twelve of
these scaled versions around the initial square. Also in this case, an array of these
elements has two stop-bands: one corresponding to the resonance of the central square
and the other to the resonance of the smaller copies as it appears from Fig. 2.4.

P.-. 1)1-

P-1. , I .

Figure 2.4 Sierpinski carpet prefractal element described in [81 and corresponding transmission coeffi-
cient.

Since the initial element and its copies are not touching, the two stop-bands can be
designed more independently from each other than in the case of the Minkowsi fractal
element. The starting element of the Sierpinski dipole is a double triangle and looks
similar to a bow-tie element. The pre fractal is obtained by rescaling the triangle and
subtracting copies of the rescaled triangle from each of the two main triangles. For
example, Figure 3.6 shows the transmission coefficient for a Sierpinski prefractal dipole
resulting after five iterations with elements arranged in a triangular lattice. It has been
shown in [5] that this configuration supports a maximum of two stop-bands. Just like for
a general bow-tie element, the location of the two stop-bands (of the corresponding
resonances) of the Sierpinski dipole can be tuned by acting on the flare angle, as shown
in Fig. 2.5, while the ratio between the two bands remains the same. To apply this
procedure to an FSS element, the spacing between adjacent elements should be sufficient
to allow for a number of iterations. However, by enlarging this spacing (the array
periodicities), the onset of grating lobes is anticipated and could affect the FSS
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performances in the operating frequency range. Therefore, the derivation of a suitable
prefractal element for the design of a multi-band FSS is the result of a trade-off between
the avoiding the appearance of grating lobes and repeating the iteration process a
sufficient number of times to obtain the desired multi-band behaviour.

0.0

-5.0 - r

-S :: -- , r....i

2"ho- 60 degrees

l p s di a ait o30 degrees

-25.0ig
-30.0 i .__

0.0 0.2 0.4 0.6 0.8 1.0 1.2
2*h/k 80 degrees

Figure 2.5 Transmission coefficient of the Sierpintski dipole for different values of the flare angle [51.

The Inset Crossed dipole proposed in [8] is a variation of the Sierpinski carpet with the
initial element consisting of a crossed dipole instead of a square patch. This choice

allows for arranging the element copies closer to each other, so that a third stop band can
be obtained. However, the thickness of the dipole with respect to the periodicities of the

initial array introduces a limitation on the maximum number of iterations of the fractal
process (of nesting smaller crosses) and therefore to the maximum number of bands that
can be obtained. Fig. 2.6 shows the fractal crossed dipole described in [8] and its
reflection coefficient.

PJi i. i ' 4  
- f-

Figure 2.6 Inset Crossed dipole element proposed in [81 and corresponding transmission coefficient.

Summarizing, the main advantage of using fractal elements for multi-band FSSs is the
possibility to obtain stop-bands that can be (almost) independently controlled. However,

this type of elements has a fundamental design limitation: the maximum band separation
depends on the size difference between primary and secondary elements, but the size of
secondary elements is limited by the spacing between primary elements, which in turn

determines the onset of grating lobes. In other words, an extra stop-band can be obtained
by performing a new iteration only if the periodicity of the initial array is large enough
to accommodate a new set of smaller secondary elements, but the onset of grating lobes
sets an upper limit to these periodicities. Moreover, manufacturing constraints define the
minimum element size that can be printed on the array substrate and therefore the
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maximum number of iterations of the fractal process.

2.1.2.3 Bitmap FSSs

The limitations previously listed for interlaced subarrays and fractal FSSs can be
overcome by considering unconventional element shapes, as those synthesized by
applying a genetic algorithm (GA) [9, 10]. The first step consists in meshing a
completely metallised array unit cell. Each mesh element, or pixel, can assume a value
of 1 or 0 corresponding to the condition of completely metallised / not metallised pixel
respectively (bitmapping [11]). A certain combination of values of the pixels of the
entire cell constitutes a binary chromosome for the GA. A first set of chromosomes
(population) is randomly generated and the fitness of each chromosome is evaluated
against the desired array response. This evaluation requires calculating a cost function,
which sets the desired filtering behaviour of the array in terms of reflection and
transmission coefficient. The chromosomes are ranked on the basis of their fitness and
the parents of the new generation are chosen by applying a tournament selection. The
child chromosomes are then obtained by applying crossover and mutation. Elitism can
also be introduced [ 12]. Just as the derivation of prefractal elements, also the application
of a binary optimization algorithm, as for example GA, implies an iterative process.
However, the GA might require a long computation time without reaching convergence,
depending on the definition of the fitness function. Fig. 2.7 shows the element shape of
an infra-red FSS designed to have two stop bands.
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1'2 16 20 24

Frequency (THz)

Figure 2.7 GA designed dual-band FSS described in [91.

Two main constraints limit the definition of new element shapes through the combined
process of bitmapping and binary optimization. The manufacture accuracy defines the
minimum size of the pixel that can be printed on the array substrate and therefore
introduces an upper limit in the maximum mesh density. Moreover, the GA could arrive
to configurations consisting of separate metallised areas connected only through a corner
(diagonally connected pixels). This is the case for example of the geometry shown in
Figure 3.11. These areas could not be manufactured as in the figure, and they would not
be electrically connected. To overcome this problem the cell has to be trimmed, that is,
simulated with higher pixel resolution (denser mesh) as shown in Fig. 2.8. In this case
the manufacturing introduces a lower limit in the mesh definition.
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Figure 2.8 Trimmed version of the FSS unit cell shown in Fig. 2.8, 191.

2.2 A simple design case: an FSS window

The use of a very thin metallic coating in modem window design is an extremely
effective way to save energy. Acting as a filter, the shielding blocks the electromagnetic
radiation in the infrared region and is completely transparent to the visible part of the
spectrum, thus rejecting the heat outside of a building during summer and keeping the
heat inside during winter. These special windows are called low-emissivity (or energy
saving) windows since the metallic oxide layer utilized reflects a significant portion of
long and short infrared wave energy [16]- [18]. They are commercially available at large
scale and used in many new buildings and vehicles. From a communication point of
view, there is a subsequent problem with the use of such technology: the electromagnetic
radiation in the microwave region is blocked and the blocking gets more intense as
frequency increases. This means that wireless communication is severely restricted into
and out from buildings. Hence, for GSM and Wireless Local Area Networks (LANs) use
inside buildings, transparency is needed.

A solution to this problem is to create an FSS in the metallic coating of the
low-emissivity glass, (Fig. 2.9). Such an FSS would consist of a periodic array of
apertures obtained by removing the metallization from the window coating. It should be
completely transparent at frequencies of GSM (900 MHz and 1800 MHz) and WiFi
LAN (2400 MHz), without degrading the thermal response of the window. Therefore,

the FSS should be designed to have three pass-bands in correspondence of these
frequencies. Moreover, it should work for both polarizations and for all angles of
incidence; the bandwidth required for these type of applications is rather narrow.

The planar two-dimensional periodic structure investigated in the frame of the final
Master project of the student N. Fiscante is depicted in Fig. 2.10. It consists of two
square loops and a crossed dipole centered in the elementary cell. Several simulations
have been carried out to investigate how the transmission curves depend on the
parameters of the elements, for different angles and different polarizations.

2.2.1 Low-emittance windows

As standard type of window pane, we have considered one described in [ 17]. It is made
of non-magnetic glass with a typical conductivity of (T = 10 - 12 S/n, a relative
permittivity Er z: 4, and a thickness of 1 - 4 mm. The pane presents no major obstacles
to microwave radio propagation, since it is thin compared to the wavelength, and its
conductivity is extremely small. The panes are transparent for more or less all radiation
with frequencies below UV light. Thus, a window pane is transparent for visible light
(390 - 770 7um), infrared (IR) light (770 - 2100 Tim) as well as electromagnetic waves

within the microwave region. The transparency of IR light is unfavourable during
summer and winter. By using energy saving windows, one can improve thermal response
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/ I Heat
Visual light

Celtuar phone

Figure 2.9 Illustration of how a frequency selective window works. The infrared radiation (heat) is
blocked by the window, but the indoor outdoor communication is possible. The visible part
of the spectrum remains unchanged [171.

leading to an economically viable solution. Low-emittance (low-e) windows consist of a
microscopically thin, practically invisible coating deposited on the surface of the
window pane. The coating is made of metal or metallic oxide and improves the thermal
performance by reducing the solar heating, i.e., it reflects a significant portion of the
infrared radiation. One drawback with these energy saving windows is the degrading of
the radio channel properties.

There are two types of low-e windows: hard coat low-e and soft coat low-e. Hard coat
low-e, or pyrolytic coating, is a coating applied at high temperatures and is sprayed onto
the glass surface during the float glass process. The coating is relatively durable, which
allows for ease of handling and tempering. Soft coat low-e, or sputter coating, is applied
in multiple layers of optically transparent silver sandwiched between layers of metal
oxide in a vacuum chamber. This process provides the highest level of performance and
a nearly invisible coating, but is a more expensive alternative than the hard coat low-e
glass.

2.2.2 Parametric studies

The parameters that can be optimized to shape the transmission response of the
multi-band FSS in the microwave region are directly related to the FSS element itself.
These include the elements length, width and periodicity. For the typical soft coat
window, a relative permittivity of er = 4 and a glass thickness of 4 mm were assumed.

,Slot

z

Oxide Glass

Figure 2.10 Unit cell of the frequency selective window.

The starting point in the design of a multi-element FSS is to calculate the approximate
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wavelength at which the elements resonate. The square loop resonates approximately
when its average circumference is equal to a multiple of the vacuum wavelength,
Ao = 27rr or A0 = 27r(r + w) [7], where r is the average radius and 'w is the width of the
loop. By adding a dielectric layer on one side of the FSS, the resonance fo is shifted
downwards to approximately fo/V/(er + 1)/2 [4]. Hence, using the equality A, = 27r,
where A, is the wavelength in the medium with effective permittivity
feff = V,(c, + 1)/2, a resonant frequency centered at 900 MHz yields a radius
r = 33.54 'mm. The inner height of the first square loop is given by 2r = hvf2, hence
h = 47.44 nm. In the same way, considering a resonant frequency centered at 180)
MHz we obtain h = 23.72 mm for the second square loop. Finally, the FSS is made by a
crossed loop element and has to resonate at 2400 MHz. The crossed element is
particularly convenient because it allows achieving a certain resonance frequency with a
total length which is less than half a wavelength as required for a resonating dipole. The
development of this element is described in detail in [7] for the patch case, and
illustrated in Fig. 2.11.

R jX
A  

R
A  

-JX, R
A  

JX R, -jX,

7-jZ.tg A/ 7, -,0 l2VgO1.

Figure 2.11 Development of the symmetric four-legged loop element starting from a X/2 dipole.

At the frequency where the dipole length is A/2, the dipole resonates and its radiation
impedance is purely real. If the dipole is shorter, for example A/4 long, then the radiation
impedance is strongly capacitive and, to obtain resonance conditions (maximum current
flow), the conductive part has to be matched with an inductive load. The load is obtained
by using a two wire transmission line of length A/8, terminated by a short circuit (the
load impedance is then ZL = -jZo tan if). If two dipoles with this load are placed next
to each other, the effective load impedance becomes half (parallel of the two load
impedances). Moreover, since the tips of the two dipoles have the same potential, a short
can be added without disturbing the field. By virtue of symmetry, this element resonates
at almost the same frequency for both horizontal and vertical polarization, although it
has a different 3 dB bandwidth for the reflection curves (narrower for the parallel than
for the orthogonal polarization). The bandwidth of a periodic array of dipoles or slots
can be adjusted by changing the array periods. However, this affects the frequency at
which grating lobes occur. When using an array of four-legged loop elements, the
bandwidth can be changed without affecting the resonance frequency of the structure
and the occurrence of grating lobes. This is done by changing the distance between two
dipoles: the larger the distance, the wider the bandwidth.

According to [7], this element will basically resonate when the largest tip-to-tip length is
approximately equal to A,/2. Thus, for this case, we obtain h = 19.77 imil. A width of
the square loops and the cross element of w = 1 mm has been initially considered. The
unit cell dimension is 51.45 x 51.45 mm2 to avoid the presence of grating lobes.
Fig. 2.12 plots the transmission response for TE and TM polarization varying the
incidence angle: i) E [00 - 600], obtained using Ansoft Designer, a Method of Moment
commercial code. As expected, the entire structure shows the multi-band behavior, so
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that it is transparent at the desired frequencies. It is important to note that once the three
elements are put together, in the configuration shown in Fig. 2.10, the mutual coupling
introduces a shift in the resonant frequency of each element. As a consequence, the
parameters of the elements, i.e., the length and the width, had to be properly tuned.
Tab. 2.1 shows the new parameter values.

2.2.3 The effect of varying the angle of incidence

It is shown in Fig. 2.12, that as the incidence angle increases, an unexpected peak of the
transmission coefficient appears around 2.1 GHz. Moreover, this peak is more evident
for TE than TM polarization.

0 10

- 15' 6" -',-0.. 255
35 -. 45' s ~- S

[3L 2 2. 1Freqwncy [GHzj Frq-c y [0H,j

(a) (b)

Figure 2.12 Transmission response of the frequency selective window for different incidence angles and
polarizations. TE-polarized wave (left). TM-polarized wave (right).

To understand the origin of this peak, the three FSS elements in the unit cell shown in
Fig. 2.10, have been separately simulated for TE and TM polarization. The results are
shown in Fig. 2.13. For the external loop (square loop1), we can observe a peak of the
transmission coefficient for all angles of incidence but not for normal incidence at about
1.8 GHz for TM polarization and 2.1 GHz for TE polarization. A second unexpected
peak appears at about 3 GHz for both polarizations and for all angle of incidence, here
including also perpendicular incidence. From Fig. 2.13 we can see that the internal loop
(square loop2) presents only one peak of the transmission coefficient in the considered
frequency range, at about 3.2 GHz this peak has the same characteristics as the first peak
observed for the external loop. Finally, the transmission coefficient of the crossed loop
does not show any anomalous peak. This allow us to exclude that the peaks observed for
the two square loops are due to grating lobes, which only depend on incidence direction,
frequency and unit cell geometry, and should therefore appear for any element shape and
any polarization. Moreover, it can be easily verified that for the considered frequency
range the structure does not support surfaces wave modes.

To explain the nature of this peak, in [19] an expansion of the currents induced on the
square loop in terms of sinusoidal functions has been proposed. According to this

hi [mm] wi [mini

Square loopi 45.75 1.25
Square loOP2 27.00 3.00
Cross element 22.00 1.00

Table 2.1 Parameters values for the three elements of the multi-band FSS.
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expansion the resultant current distribution on the loop is plotted in Fig. 2.1 4a and
Fig. 2.15a for 29 = 0', f = 0.9 GHz and-d = 60,!f 2.1 GHz, respectively. Fig. 2.14b
and 2.15b show the current distribution as obtained as Ansoft Designer. The main
resonance at 0.9 GHz can therefore be interpreted as the resonance of the structure
formed by the symmetrical halves around the vertical axis of symmetry of the square
loop. A resonance of the four comners occurs at about double frequency, due to the
excitation of the first odd modes. Odd modes can be excited only for oblique angles of
incidence. The second anomalous peak in Fig. 2.13 for the square loop corresponds to
the resonance of the first even higher order mode.

Squ& WopI (TE potarizataon) Sq13 lk.p, (TIM pobooimi)
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(a) (b)

Squ=r Wop2 (TE pox4arintion) Squ-r I-pz [TM polanoowim)
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,- 30V3
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15 1 L5 2 2.5 3 35 i I 2 23 3 3

(c) (d)

Croo clomo (TE poWaizatkn) Crm~ tlomoo (TM polsvtntm)
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Figure 2.13 The effect of variations in the incidence on shielding effectiveness of the square loops and the

cross element.
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Yx

(a) (b)

Figure 2.14 Current distribution for! = 900 Mlz and t = 00 for TE-polarized wave according to [191
(a) and Ansoft Designer (b). Arrows shows directions of current flow.

(a) (b)

Figure 2.15 Current distribution for f = 2.1 GHz and0 = 600 for TE-polarized wave according to [191
(a) and Ansoft Designer (b). Arrows shows directions of current flow.
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3 Upgrades to the IEMEN analysis technique

3.1 Introduction

In general the design of an FSS is performed in two phases. During the first phase,
starting from the analysis of the requirements, a preliminary design is obtained by acting
on the physical parameters that determine the behaviour of multi-layer periodic arrays
(number of layers, thickness and permittivity of dielectric substrates and separators,
array periodicity, arrays element shape and size) [ 13]. The obtained configuration
usually represents a suboptimal solution of the design problem. In a second phase, this
solution is optirised by fine tuning those same parameter values. Optimisation
algorithms offer a structured and controlled way to perform this tuning and have become
an essential instrument in electromagnetic design. This is particularly important for the
design of complex elements, such as those required for multi-band FSSs, since they
involve the variation of a relatively large number of parameters. All the configurations
described in Section 2, both for the case of multi-layer FSS and single-layer FSS, offer
several advantages and suffer from some problems. The choice of the particular
configuration is strictly related to the particular application to be considered and on the
specific requirements set on the FSS, as already observed in a similar study performed
on multi-function arrays [14]. Therefore, it is important to be able to design and optimise
each of these configurations.

The software tool TwoDim, developed at TNO for the analysis of multi-layer periodic
structures, has already been successfully applied to the design of several multi-layer
FSSs. The software is the result of the implementation of the Multimode Equivalent
Network approach based on the Integral Equation formulation (IEMEN), a method
initially proposed for waveguide arrays and subsequently extended to the analysis of
patch- and slot-based FSSs [13]. The formulation is centred on a single integral equation
with a fixed kernel, containing only localised modes (reduced kernel), and with multiple
forcing terms, one for each accessible mode. The integral equation is solved by applying
the Method of Moments with a Galerkin formulation. The basis and test functions
currently implemented are sub-domain piece-wise linear and piece-wise sinusoidal
based on a uniform rectangular mesh. Consequently, only shapes obtained as
combination of rectangular elements can be simulated, with the length and width of
these elements being discretised in terms of the length and width of the functions:

ltot = If,,v(n + 1)

where Itot is the element length and lf,,, is the function length. Moreover, in order to
correctly represent the induced electric or magnetic current at the cross points between
these elements, the basis functions on the crossing elements should be arranged to have
their maximum in correspondence of these cross points. Therefore, the lengths of
crossing elements cannot be independently varied. These geometrical constraints limit
the shapes and dimension of elements that can be simulated and do not allow us to
explore all the possible solutions for a certain design problem. Furthermore, because of
the dependence of shape parameters in the geometry definition implemented in TwoDim
(length and width of rectangular elements), we cannot fully benefit from the application
of an optimization algorithm. To tackle this problem, a non-uniform mesh should be
considered and more general basis functions should be implemented, such as for
example the Rao Wilton Glisson functions (RWG) introduced in [21].

The bitmapping procedure mentioned in Chap. 2 has partially been implemented in the
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software in the frame of another project, but to be efficiently used for the synthesis of an
FSS element it still needs to be connected to the optimization loop. Moreover, to have
maximum freedom in the design, the optimization should start from a completely
metallized unit cell. For this purpose, a method should be identified such that the
software tool ensures the continuity of the equivalent electric currents at the border
between two cells.

The two mentioned issues entail two major upgrades in the software. The study and
implementation of RWG functions has been given the priority since it provides TNO
software tool with the flexibility needed for the synthesis of multi-band FSSs. The
corresponding activities have been performed by a graduate student from the University
of Turin (Italy) in the frame of a six-month internship at TNO, following these steps:

la Study the IEMEN formulation and get acquainted with the TWoDim software tool;
l b Identify a general non-uniform mesh and establish an architecture for the mesh

description;
Ic Study the RWG functions and implement them as basis and test functions using the
chosen mesh;

I d Test the software with the new implementation.

The implementation of the continuity of the currents at the border of the unit cell
required:

2a Identify a suitable methodology to ensure that electric currents on elements placed
between two unit cells are continuous;

2b Implement the methodology in the software tool;
2c Test the software with the new implementation.

3.2 Rae Wilton Glisson functions

3.2.1 Formulation of the problem

The Twodim code for the FSS analysis is based on the IEMEN formulation described
in [ 13]. This technique, starting from a modal expansion of the fields in each layer,
provides equivalent microwave networks, that are cascaded to represent the entire
structure. These equivalent networks are obtained by solving an electric field integral
equation for patch-based FSSs, or a magnetic field integral equation for aperture-based
FSSs. The integral kernel of this equation is written in terms of modes, that are separated
in accessible and non accessible modes. Accessible are the modes that contribute to the
interaction between adjacent discontinuities, i.e. the propagating modes and the
evanescent modes that are not attenuated above a chosen threshold. As a result of the
separation, we obtain a single integral equation, with fixed kernel and multiple forcing
terms (the extracted Floquet modes). For instance for a patch-based FSS the IE (Integral
Equation) is in the following form:

e -(rt) = - JG,a(rt; r) J,(r)drt  (3.1)
f lln 

t

where ei is the extracted Floquet mode (i = 1 ... Na, Na being the number of accessible
modes), Ge , is the non-accessible Green's function, and Ji is the equivalent superficial
current density.

To solve the obtained IE the Method of Moments is used. Firstly the unknown current
densities are discretised as a linear combination of a set of chosen basis functions:
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N

Ji(rt) = Z /, )f,,(rt) (3.2)

Then the testing procedure is applied: the discretised IE is tested on a chosen set of test
functions, which corresponds to the minimization of the projection of the residual over
each test function. With Galerkin's choice the set of test functions is the same set of the
basis functions.

N

e,r), f,(rt) = - Z I ](  drtf,,(rt), dr'f,,,(rt)- G ,,(rt: r't) (3.3)
fel In I e1rt - ,(t ell fel IIt

rn-I

Thus we have reduced the integral equation into an algebraic linear system (with one
different forcing term for each accessible mode), that can be expressed in a more
compact form:

Z I ( i ) = VM

Z. drtf,,(rt) dr f,(r) G,, (rt,r)
ell felIl

V, = / ei(rt), f,,(rt)

Then the Green's function is expressed in terms of Floquet modes, and the reaction
integrals Z,,,, can be rewritten in the following form:

d 1 _3C G,a(kp) drtf,,(rt), dr'f,.(r' ) C- . k, (r - r')

p- N + c ell . 1ll

The Fourier integrals in the expression above can be straightforwardly identified, which
leads to the following expression:

1

Zn = -d 1 Fn(-kp). G,,a(kp) -F,,(kp) (3.4)
Y p Na l

Similarly if we make the Fourier exponential explicit in the forcing terms we may
rewrite:

V,(' ) = e' . F,,(-k,) (3.5)

Thus we need to evaluate an infinite series for each entry of the MoM matrix. The
problem is of course the slow rate of convergence of this series, which determines the
computational times of the IEMEN method. To increase the rate of convergence the
Kummer transformation is applied: the asymptotic term (i.e. for large values of k, and
k.) of the series is added and subtracted:
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Zm1, Oc Fn(-kp) [Gn.(kp) - Ga(kp)]. F,(kp) +

1 t

dd Z N (-k). Ga(kp). F,(kp) (3.6)
'p=:N, t1

where Ga is the asymptotic Green's function, and it is shown in [20] that the Green's
function of stratified media tends to the homogenous media Green's function with
dielectric constant equal to the average of the closest media dielectric constants. Thus we
have two terms in the MoM matrix: the former term is a series with faster rate of
convergence than the original series, the latter is a reaction integral which can be

efficiently evaluated in the spatial domain, after applying inverse Poisson transformation.

3.2.1.1 Basis functions

Twodim has been originally implemented with support for piece-wise linear functions
(also known as rooftop functions), which are well-suited for the modeling of geometries
that conform to Cartesian coordinates. Rooftop functions however impose some
limitations on the kind of structures that can be analyzed. In fact they can discretize only
rectangular-shaped structures. Moreover in the Twodim implementation the mesh must

be uniform, which means that if we want to refine the mesh in certain areas (typically in
proximity of comers) we have to refine the entire mesh. Furthermore a rooftop function
has the same vectorial direction in every point, which means that the current will assume
that same direction. Therefore for generic problems we need to overlap two orthogonal
rooftop functions, so we need to double the number of unknowns.

To go beyond these limitations we have introduced in Twodim the support for more
flexible basis functions, which are the functions from the set introduced in 1982 by Rao,
Wilton and Glisson (see [21 ]). Each one of these functions (which we will refer to as
RWG functions) is defined on a pair of adjacent triangles, which have a common edge,
and do not need to be coplanar. Referring to the quantities defined in Fig. 3.1 we define
the RWG function as follows:

p,l whenr E T,

S when r E T,_1 (3.7)

0 otherwise

with A the area of the triangle T 4 or T-. These functions do not present the
disadvantages of rooftop functions: they are suited to model arbitrary shaped geometries,
even non planar structures (this is not the case of FSSs of course). Furthermore they
allow to represent arbitrary currents. Since the mesh is not uniform we can mesh the
structure with better detail in proximity of critical points, like comers.

Then, the necessary steps in order to make Twodim compatible with a triangular mesh
are the following:

" generating a suitable description of the RWG functions from the output of the mesher;
" efficiently evaluating spatial Fourier transforms of RWG functions;
" evaluating spatial couplings.

At present the code supports the output files from GiD and Ansys Workbench, but it can

be easily upgraded to different file formats. Fig. 3.2 illustrates the mesh obtained with
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nth dg

Figure 3.1 Triangle pair and geometrical parameters associated with interior edge.

Figure 3.2 Unloaded tripole.

GiD software for a simple tripole. This tripole could not be meshed with rooftop
functions because of the non-right angles. Furthermore it is possible to notice that the
mesh is thinner near the junction of the three dipoles than in the middle of the arms.
which would not have been possible using a rectangular mesh.

3.2.1.2 Fourier transforns of RWG functions

The algorithm implemented in the code is the algorithm described in [22]. After splitting
the integration over the two triangles T±, each integration domain is mapped onto a
reference right triangle with unitary catheti lying on the coordinate axes, as graphically
illustrated in Fig. 3.3.

To accomplish the mapping (for instance for the triangle T + ) a change of variables is
performed:

r = r3+ + Jt • i (3.8)

with
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Figure 3.3 Computation of the Fourier transform of a RWG function defined over a generic triangle pair
(a) is reduced to an integral over a standard right triangle (b).

r= ],J+ [ X I+ - X 3 +  X2 f - X3, 1

77 Y1+ -Y3 f Y2 I - Y3 I

The new variables and r are commonly known in literature as area coordinates.
Applying this change of variables to the integral which defines the Fourier transform one
obtains:

f+(r)ejk,'rdr = A f+(i)ejk,'J tlj (4krr:i dr=

= 1_e'3+j+/ J [ ,, (3.9)

where

kt= [ k k t ] =k-J j, IJ I =2A+

with 1 9 1 being the determinant. The two integrals appearing in eq. 3.9 can be
analytically evaluated by introducing an auxiliary function %P:

'IQ(x) -- (3.10)jX

With the aid of this function we can express the integrals appearing in eq. 3.9 as follows:

I j trd 
I

The derivative with respect to kxr is given by:

0 T'(k) - T(ky ) T'(kx) + (k, - kx)",k - q(ky)dk, (3.12)

The derivative with respect to k-Y follows by interchanging kx and ky. The derivative
appearing in 3.12 seems singular when kx - k.. However the singularity is only
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apparent (i.e. removable), which can be proven by expanding eq. 3.12 with its Taylor
series. Although the singularity is only apparent, a direct implementation of the formula
would be numerically unstable, and the results would not be accurate. Thus we expanded
the formulas involving the function %[ and its derivatives with appropriate Taylor series.
We have to distinguish the cases when both k, and ky tend to zero, and when k1 -- k,
but they are not close to zero:

'(k,) + (ky - - (ky)' dk,,

(ky -kx) 2

Y'n-1

+ + 1)k" + -p + 1)k-PkP + k" when k. kil -0
p=l

( n i 2 ) ! k( X ) ) ( _ ) w h e n A X - -k ,1  5

(3.13)

with the n-th derivative of the function ' known in a closed form:

-v p X j (- 1 Y Lrf 1
-X"-1)" n!' = I) I k- 1: _ k (3.14)kb ') x - dx,n J,T-+1 ' k.

k I

In the present implementation 8 terms have been included in the series expansions, and a
threshold equal to 10-2 has been used. With these preliminaries in hand, the Fourier
transform of f+ (r) can be written as:

(ky, -kx,)2

f (r)kdr = (3.15)
T(ky) + (kx - k,,)I(k) -,(k,)

(k-k)2

Finally the transform of f- (r) can be analogously computed, after defining the variable
change:

r=rY+J_. [x - -3_ ]Y2_Y

The result will be formally the same, except for a change in sign. The complete Fourier
transform is simply the sum of the contributes over the two triangles.

3.2.2 Spatial asymptotic term

Recalling eq. 3.6 and applying inverse Poisson transformation to the asymptotic term,
we can express this term in the spatial domain as follows (see [20]):
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Za' = e_jk o(x,x)e_jkv (y _y1 ) 1 7 , it,)
d dy - -c

where

ra(Ttx.nTy) = j, *fj(nx.ny~))

- Jj fi(x.y)ga(x,y;x'.y')fj(x,.y':,tx.ity)dEdE' (3.16)
=a I

fj (x'. y'; nx, ny) represents the j-esime RWG function defined in the base cell and
translated in the cell with indices nx and n. Therefore we have to deal with a series of
double surface integrals over the domains of the basis functions (i.e. triangular domains).

Considering the case of a periodic source, it is shown in [20] that the extracted
asymptotic term of the Green's function can be written in the following form:

02 02 1

c OXOX, OXOy' R-ju,Ig (X -y ; X , Y') = -3J2- - =) IR -32- V V Ie-

=a [7 0) 02 R R7

Oy'Ox' 0yOy'
(3.17)

where u is the smoothing parameter, and R is the distance between source and
observation points.

RWG functions have a property which can be exploited to simplify the above integrals.
Since each function has no component normal to the boundary, making use of a surface
vector calculus identity lets us transfer the divergence from the Green's function to the
basis functions. Then eq. (3.16) becomes:

ra(nx.ny) = 3 -- dE V. -f(x.y) dE' R V - fj (x',y';n ,n,) (3.18)
2rfi I

The divergence of RWG functions is constant over each triangle:

AlT r in T,,
A- rinT, (3.19)

0 otherwise

Consequently, the integral of eq. (3.18) involves only the free space Green's kernel.
Since each surface Ej consists of two triangles the integral can be decomposed as a sum
of four integrals over four different pairs of triangles. Each of these integrals has the
following form (neglecting the constant term j '-):

lij dE dE'

A±A ± R~
i j
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where the dependence on n, and ny is taken into account by translation of the domain of
the internal integral, which of course reflects on R.

When evaluating this kind of integral we have to consider three different cases:

1 the two domains of integrations (i.e. the triangles) are far enough (usually A/4);
2 the two domains are near, and we need to the be careful because of the proximity of

Green's function singularity;
3 the two domains actually are the same domain (i.e. coincident triangles).

3.2.2.1 Far triangles

The distance between the triangles is approximated by the distance between their
baricenters (for a more accurate analysis we should take into account also the dimensions
of the triangles). Then this distance is compared to a threshold, which is chosen equal to
A/4, where A is not the actual wavelength, but it is an equivalent wavelength extracted
from the smoothing parameter u. If the distance is greater than the threshold, then we are

far enough from the Green's function singularity, and the integrand has a regular
behavior. In view of this we can use Gaussian quadrature rules, which corresponds to a
polynomial approximation of the Green's function. To be more specific, we use a rule of
degree 1 with 1 point for the external integral, and a rule of degree 5 with 7 points for the
internal integral. These rules, as well as the following ones, can be found in [23].

3.2.2.2 Near triangles

When the distance between the two domains of integration is less than the threshold, we
have to be careful using quadrature rules because of the I singularity. The most
common approach consists in splitting the integrand in a regular part and a singular part.
The regular part does not present a singularity and therefore can be integrated with
standard Gaussian rules. The singular part can be handled analytically since closed

forms for the integral exist.

1 e -jLI? - 1
g(R) = g,j,7,,(R) + greq(R) = + (3.20)

The singularity of the second term is only apparent (i.e. removable), which can be
proved by calculating the limit:

lir grg(R) = lii -- 

R-O R--o R

For computing the integral we use a Gaussian rule of degree 7 with 16 points for the
external integral, while the internal integral is evaluated with a degree 1 rule with 1 point

for the regular term, while an analytical formulation exists for the singular term [25].

3.2.2.3 Coincident triangles

The case of coincident triangles is a particular case of the previous one, but requires a

different handling. For the regular term we could use the same numerical rule on the
external and internal integrals, since no singularity exists (which means that we could

even use a rule that samples the integrand in R = 0, as happens if the rule for the two
integrals is the same). Though it is demonstrated (see [24]) that a more accurate result is

achieved by a seven point formula of fifth degree (Stroud) and a nine points formula of
degree three (Stroud's 3 points formula modified by Graglia). We have implemented this
formula. For the singular term an analytical formulation exists (see [26]).
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Figure 3.4 Meander-fine polarizer, [27]

I AdonM~ Vwgia

Figure 3.5 Dipole split across neighboring cells.

3.2.3 Continuity of the current

For some applications the metallic FSS element (or the aperture in the case of slot-based
formulation) is continuous across adjacent unit cells. This is for example the case for
polarizers, which consist of metallic grids that can be analyzed as periodically arranged
simple elements, as illustrated in fig. 3.4.

In this kind of structures the current needs to be allowed to flow from a cell to the
neighboring one. Independently on how we choose to mesh the structure (with triangular
or rectangular elements) if we mesh only the structure inside the cell we are actually
imposing equal to zero the component of the current normal to the border of the cell. To
avoid this problem a simple solution consists in adding meshing elements on the borders
of the cell, such that the current can flow across the border of the cell. This solution is
exemplified in fig. 3.5, where the base cell of a FSS whose elements are simple dipoles is
represented, and the cell has been chosen such that the dipole is split between two
adjacent cells.

At present there is still a limitation when the structure is continuous in the corner of the
cell, because the code is not yet able to support continuity of the current between cells
with a single point in common, but only when the two cells have a common edge. This
can seem a marginal problem, but it is important to deal with this kind of structures in
order to exploit the so called bitmap technique, as mentioned in 2.1.2.3.

3.2.4 Results

In order to validate the new functionalities of the code TwoDim several test cases have
been simulated, and the results have been compared to the results of the previous version
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of the code (i.e. with rectangular mesh), and to the results obtained with the commercial
software package Ansoft Designer v. 3.5. It is worth to observe that with respect to
available commercial packages for electromagnetic simulation (including also Ansoft
Designer), TWoDim offers many important functionalities: the modular architecture
allows an efficient analysis and design of complex structures consisting of different parts
(radiating elements, space/freqeency filters, dielectric layers, etc) [13]; the
parametrisation of the electromagnetic engine with respect to the frequency and angle of
the excitation and with respect to the FSS element shapes leads to extremely short
computation times for the complete characterisation of the structure at hand. From one
side this accelerates the last design phase when many simulations have to be performed
in correspondence of the fine tuning required prior manufacture. From the other side it
represents a great base for an optimization tool, which also needs to sweep over large
ranges of several parameters [30]. In commercial electromagnetic software packages,
such parametrisation techniques are in general not available and optimization is a much
more costly process.

3.2.4.1 Luo's array of dipoles

D,D,

Figure 3.6 Geometry of the array of dipoles.

This is a simple single-layer FSS in free space described in [28], consisting of dipoles as
FSS elements. The geometry of the array is shown in Fig. 3.6, and referring to the
quantities labeled in the picture the dimensions are shown in Tab. 3.2.4. 1:

[mm]
d 10
dy 10
1 7.5
w 1.875

Table 3.1 Dimensions for the structure represented in Fig. 3.6.

The reflection coefficient for this FSS is plotted in Fig. 3.7, together with that obtained
using Ansoft Designer, and the agreements is very good.

Moreover this FSS has been simulated with the periodic grid shifted such that the dipole
is split in half between two adjacent cells (as illustrated in Fig. 3.5 in 3.2.3). This
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Figure 3.7 Reflection coefficient of the FSS described in Fig. 3.6.

structure has been used as a test case for the support of current continuity across the
cells, and the results are shown in Fig. 3.8, for incident plane wave with o : 30".
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Figure 3.8 Reflection coefficient of the FSS described in Fig. 3.6 with dipoles split between adjacent cells
(see 3.2.3).

3.2.4.2 Sub millimeter slots

The structure consists of three layers of equal periodic slot arrays, separated by air, and
has been described in [29]. In Fig. 3.9 the geometry of the structure is represented, and
the dimensions are reported in Tab. 3.2.4.2.

We compared the reflection coefficient of the structure obtained with the software
Twodim with rectangular mesh to the results of Ansoft Designer. The results are
illustrated in Fig. 3.10, with a plane wave impinging the FSS with 0 = 90" and 0 = 45".
Also in this case the agreement is very good (the results of Twodim with rectangular
mesh are omitted, but they almost overlap with the results with triangular mesh).
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[dy

y

Figure 3.9 Geometry of the sub millimeter slot FSS.

[mm]
d, 0.49
dy 0.5
1 0.46
w 0.015
d 0.357

Table 3.2 Dimensions for the structure represented in Fig. 3.9.
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Figure 3.10 Reflection coefficient of the sub millimeter slot FSS.

3.2.4.3 Folded dipoles

The FSS represented in Fig. 3.11 consists of two layers of folded dipoles, in a dielectric
stratification as shown in Fig. 3.12, and the relevant geometrical parameters are listed in
the Tab. 3.2.4.3. The lattice is triangular, with skew angle Q = 40.6" .

The reflection coefficient calculated with Twodim and with Ansoft Designer is shown in
Fig. 3.13, for a plane wave impinging the FSS with 0 = 0" and 0 = 30". The agreement
is good in the FSS stop band. In the pass band the difference between the two results is
not significant since the level of the reflection is small (around -20 dB). Anyway it is
worth to observe that. These differences however should be dependent on the IEMEN
formulation, since the results obtained with Twodim and rectangular mesh (not shown in
the picture) are almost overlapping the results with triangular mesh.
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Figure 3.11 Geometry of the folded dipoles F SS.
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Figure 3.12 Stackup of the folded dipoles FSS.

[mm]
di, 3.3
di 5.1
w 0.3

A, 21
DY 9

Table 3.3 Dimensions for the structure represented in Fig. 3.11.

3.2.4.4 Tripoles

The FSS shown in Fig. 3.14 consists of a single-layer triangular lattice of tripoles,
between two layers of dielectric material with thickness equal to 0.508 mm and relative
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Figure 3.13 Reflection coefficient of the folded dipoles FSS.

permittivity equal to 2.2 and has been described in [7]. Referring to the picture, the
dimensions are D,=l 1.934 mm, D,=6.89 mm, and skew angle equal to 30". Each
tripole (see Fig. 3.2 in Sec. 3.2.1.1) consists of three arms with length equal to 6 mm and
thickness equal to 0.49 mm, with equispaced orientations (i.e. the angle between two
arms of the tripole is equal to 1200).

DY D

Figure 3.14 Geometry of the tripoles FSS.

This structure has been tested with oblique incidence wave excitation (0 = 45"), and the
results are shown in Fig. 3.15. Again we can see a perfect agreement with Ansoft
Designer. This is a case that can not be simulated with rectangular mesh, due to the
presence of angles different than 90".
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Figure 3.15 Reflection coefficient of the tripoles FSS.
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4 Conclusions and Recommendations

Conclusions The activities performed in the frame of Phase I of the project on
Multi-band FSSs defined within the ITM program have been aimed at the enhancement
of the in-house software tool with several features needed for the analysis and design of
complex FSS geometries, such as those needed for multi-band and multi-frequency
structures.

In particular, the equivalent electric/magnetic current on the FSS element have been
discretised using RWG basis functions, which have a triangular domain and allow the
analysis of generic shapes overcoming the limitation of the originally implemented
rooftop functions. Moreover, mesh refinement in certain areas of the element is now
possible, while the rooftops are based on a uniform rectangular mesh and mesh
refinement has to be performed on the whole FSS element resulting in a much larger
number of functions (and therefore of unknowns). Correspondingly, in general a smaller
number of RWGs is needed to obtain the desired result with a certain accuracy. As a
consequence, analysis based on RWGs are often faster than when using rooftop
functions, and lead to smaller (and better conditioned) MoM matrices. The
implementation has been tested against results published in the open literature and the
agreement is excellent.

Furthermore, the software tool has been extended to the analysis of FSSs whose
elements are continuous across the border of the unit cell. This extension is necessary to
perform a design optimization based on the bitmapping technique.

The approach proposed in this report has been successfully validated by simulating
several polarizing grids with rectangular lattice. The implementation for triangular
lattice grids requires further testing. Moreover, the proposed implementation is suitable
when two adjacent unit cells have one metallised edge in common, but it should still be
extended to the case in which a cell corner is completely metallised.

Recommendations With the new upgrades, the TwoDim software tool can be
efficiently used as basis for the design of multi-band FSSs. As mentioned in the previous
paragraph an aspect still needs to be investigated: the extension of the implementation
for the continuity of the currents to triangular lattices and to the case of unit cells with
completely metallised corners. Although this is not a fundamental limitation for the full
exploitation of the bitmapping feature, we intend to tackle the problem in the first part of
Phase II of the project.
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